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Abstract of the contribution: 
This contribution aims to clarify solution 2.1 in line with the current interim agreements and to develop further the solution evaluation section. 
Introduction

In the solution 2.1 for the QoS framework key issue, some details and the relation between SDF and PDU flows, and the definition of QoS rules are missing. The following aspects are discussed:

· Clarification of the definition of SDFs and alignment of SDF terminology to 3GPP TS 23.203 and 29.212 and removal of the option of assigning part of an SDF to different PDU flows..

· Clarification of the content of the QoS rule provided by the CN_CP to AN and UE and alignment with interim agreements
· Clarification of the NG3 packet marking as a PDU flow IDs, the difference between PDU Flows and SDFs and the separation of concerns between CN and AN
· Clarification of the NG3 packet marking as a PDU flow IDs and separation of concerns between CN and AN. 
· Similarities and differences between Solution 2.1 and Solution 2.6

· Indicating a per packet discard priority in addition to the per flow treatment description indicated through the PDU Flow ID and the associated QoS rule 
· Introduction of standardised NG3 packet marking 

Discussion

1) Clarification of the definition of SDFs and alignment of SDF terminology to 3GPP TS 23.203 and 29.212 and removal of the option of assigning part of an SDF to different PDU flows.
In TS 23.203 and cited in TS 29.212 are a set of definitions aimed to clarify the term Service Data Flow and the elements used to classify the SDF. In essence the following definition are used:

· Service data flow: An aggregate set of packet flows carried through the PCEF that matches a service data flow template 

· service data flow filter: A set of packet flow header parameter values/ranges used to identify one or more of the packet flows constituting a service data flow. 

· service data flow filter identifier: A scalar that is unique for a specific service data flow (SDF) filter (used on Gx and Gxx) within an IP‑CAN session.

· service data flow template: The set of service data flow filters in a PCC Rule or an application identifier in a PCC rule referring to an application detection filter, required for defining a service data flow.

An SDF Filter consist of:

· Flow-Description, ToS-Traffic-Class, Security-Parameter-Index and Flow-Label AVPs specify the parameters to be used for matching payload packets
A consequence of the definition is that the SDF is the finest granularity to classify an aggregate set of packet flows. At different point of times different treatments may be associated to the SDF.
Therefore the system cannot be able to split an SDF, and at any time the system may apply a change to the flow treatment of an SDF or change the binding of an SDF to a PDU flow.
Proposal 1: Remove the option of assigning part of an SDF to different PDU flow in solution 2.1.
2) Clarification of the content of the QoS rule provided by the CN_CP to AN and UE and alignment with interim agreements
In the interim agreement for QoS section, the term “QoS rule” is used. 

Proposal 2: Adopt the term “QoS rule” and introduce it in solution 2.1
3) Clarification of the NG3 packet marking as a PDU flow IDs, the difference between PDU Flows and SDFs and the separation of concerns between CN and AN. 
Solution 2.1 aims to a separation of concerns between CN and AN, where the CN is responsible to provide a classification of the PDU flow and the associated packet forwarding treatment description and the AN is responsible for realising the packet forwarding treatment described for that PDU flow.

The principle for classification and the binding of PDU flows to Data Radio Bearers is illustrated below:
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Incoming data packets are classified  based on SDF filters. SDFs are associated to a PDU Flow ID. The CN conveys the classification of the PDUs belonging to a PDU flow through a NG3 U-plane marking (such as a PDU Flow ID) and the associated packet forwarding treatment description through NG2 signalling. The AN binds packets of different PDU Flows with a single or multiple DRB. There is no strict 1:1 relation between flows and Data Radio Bearers, DRBs. It is up to the RAN to establish the necessary DRBs to serve the flows and, as such, a DRB may be managed without CN involvement and be shared for a given UE among multiple PDU sessions. 

In UL, the PDU Flow Ids are needed for verification that UE sends data using QoS profiles assigned by the network. Therefore the UE classifies packets based on PDU flow filters (“NAS” filters) and apply the associated marking to the PDU Flow ID. The UE binds packets of different PDU Flows to DRBs based on the association provided by the AN (“AS” filters). 
UE does not request DRB. It is AN that decide to setup DRBs

The main reasons for retaining both SDFs and PDU Flows granularity are:

· The system may need to apply policies such as Gating, Charging and bandwidth constraints per SDF. An example is the treatment given to RTP and RTCP SDFs. Those SDFs may receive the same treatment/QoS. Therefore it may be advantageous to simplify signaling by aggregating those SDF into a PDU Flow

· Compatibility with EPS. At mobility, it will be easier to transfer PDU flows, rather than the potentially large number of SDFs.

· For a default (non-service specific) PDU flow, there may still be a need of applying SDF specific restrictions (for instance in the IMS default bearer we want to have SDF filters installed that prevent the misuse of the PDU flow for signaling)
Proposal 3: We propose to update Sol 2.1 and capture in the solution evaluation section:

-  the separation of concerns offered by this solution and the overcoming of the limitations imposed by a strict 1:1 mapping between PDU flows and DRB
- The ability of the solution to make the access network service aware with a minimum of packet inspection capability requirements.
Proposal 4: We propose the inclusion of the following interim agreements:

The U-Plane marking for QoS is used by AN and CN to identify a QoS Flow and the associated DL and UL treatments  
4) Similarities and differences between Solution 2.1 and Solution 2.6

The principles of solution 2.1 and 2.6 are similar, however Sol 2.1 allows to bind SDFs requesting the same flow treatment (described by the QoS parameters per PDU Flow) to separate PDU flows or to a single PDU flow. By separating SDFs into separate PDU flows, the CN and AN can apply service differentiation per flow, but still giving similar packet forwarding treatments to the flows. An example of such differentiation may be used for supporting for Paging policy differentiation for IMS services. It is an operator choice to configure the network to bind an SDF to an existing PDU flow or a new PDU flow.

Proposal 5: We propose to capture in the evaluation section of Solution 2.1 the text above
5) Indicating a per packet discard priority in addition to the per flow treatment description indicated through the PDU Flow ID and the associated QoS rule

At congestion, the AN may drop packets.  The introduction of a Packet Discard Priority Indicator (PDPI) could allow the AN to identify the specific packets of a flow that may be dropped in order to mitigate the effects of a resource shortage. 
Three alternatives have been up for discussion when introducing PDPI

a) “QoS flow” refers to packets identified with the same NG3 U-plane marking for QoS forwarding behaviour (e.g. FPI, FII, PDU Flow ID), regardless of their packet discard priority indicator (PDPI). All the packets of a flow are scheduled for transmission on the radio in sequence, regardless of their PDPI. PDPI is used for packet discarding in presence of congestion.
b) “QoS flow” refers to packets identified with the same NG3 U-plane marking for QoS forwarding behaviour (e.g. FPI, FII, PDU Flow ID) and the same PDPI. Packets identified with the same L3/L4 info (IP 5-tuple) can be mapped with different NG3 U-plane marking for QoS forwarding behaviour. PDPI is used for packet discarding in presence of congestion. In presence of congestion, packets identified of different QoS flows, i.e. with the same NG3 U-plane marking for QoS forwarding behaviour (e.g. FPI, FII, PDU Flow ID) but with different PDPIs, may be scheduled for transmission on the radio out of sequence.
c) “QoS flow” refers to packets identified with the same NG3 U-plane marking for QoS forwarding behaviour (e.g. FPI, FII, PDU Flow ID). There is no need for PDPI.

It can be noted that the flow treatment description relates to the packet forwarding treatment of the flow and in the QoS parameters the Priority describes the priority in fulfilling the QoS targets of a PDU flow through packet forwarding, but does not indicate explicitly that selected packets may be dropped for the benefit of fulfilling the QoS targets of other flows.

Dropping packets of a TCP flow will result in a reduction of the TCP window regardless of which packets are dropped. The PDPI marking of packets within a generic TCP flow is not expected improve the system ability to handle congestion situations compared to a random discard. However dropping selected packets of a UDP flow such as RT-video may result in a better user experience than dropping pakets randomly.
Proposal 6: Although the solution does not advocate the use of a PDPI, yet it may easily support it. We propose to capture in the solution evaluation section that a PDPI may be indicated per packet within the PDU flow. The details of how packets that may be dropped may be identified by the network is FFS.
6) It has been argued and captured in the interim agreements that the QoS framework shall leverage 

· Some NG3 User plane QoS markings that have standardized QoS characteristics (referred to as A-type QoS profile) 

· Some NG3 User plane QoS markings that point to dynamic QoS parameters signalled over NG2 (referred to as B-type QoS profile).
Proposal 7: We propose to update Sol 2.1 and capture in the solution evaluation section the following text:

“Assuming the use of standardized PDU flowID, it is possible to minimize NG2 and NG1 signalling, in particular when reflective QoS is used, as it may alleviates the need of sending a QoS rule to the UE”
Proposal

It is proposed to capture the following updates in TR 23.799.

***** First Change *****

6.2.1
Solution 2.1: Per PDU Flow QoS Model

6.2.1.1
Architecture description

This solution addresses the key issue 2 on a QoS framework.

The QoS functions of current 3GPP architecture are distributed between the UE, RAN and CN. This solution describes an overall QoS solution for the NextGen system, describing how the QoS functionality is distributed between the CN, the RAN and the UE, see Figure 6.2.1.1-1 for a high level view of such functional split.
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Figure 6.2.1.1-1: QoS functional split including 3GPP RAN

The table 6.2.1.1 below lists the QoS functional split corresponding to the Figure 6.2.1.1-1 above.

Table 6.2.1.1: QoS functional split between UE, AN, CN and SL

	Function
	Distribution
	Comment

	Subscription(incl Default QoS Profile)
	CN
	

	QoS Operator control
	CN
	

	Access and Admission control
	AN
	Access and Admission to AN resources

	Configuration of QoS parameters
	UE, AN, CN
	

	Application requirements input
	From CN/SL to CN

From UE/SL to CN

From UE/SL to CN/SL
	The application requirements input may be sent from either the server or the client.

	Classification: 
	CN (DL), UE (UL)
	Provides classification of packets for QoS purposes

	Max rate control
	CN (DL, UL)

AN (DL. UL)

UE (UL)
	

	Transport marking
	AN (UL), CN (UL, DL)
	

	Resource Mgmt
	AN
	Packet scheduling with regards to resource utilization and availability (RRM)

Resource mgmt is also performed in the transport domain (not visible in figure 6.2.1.1-1


NOTE:
This solution has dependency on RAN WGs. Decision to support QoS functionalities proposed for NextGen RAN is up to RAN WGs.

Subscription (incl Default QoS Profile): The subscription contains information about which QoS parameters that are included in the subscription terms. The subscription QoS is an input for the network when authorizing the QoS for a PDU session and a non-Service-specific PDU flow in the QoS Operator control function.

QoS Operator control: With the input from the subscription, operator policies and application requirements input from the service layer, the QoS parameters for PDU sessions and PDU flows are authorized in the QoS Operator control function. The QoS Operator control function is also responsible for distributing the authorized QoS parameters in the network. In case of PDU connectivity services provided in network sharing and/or roaming across, the QoS Operator Control allows also to limit the QoS offered by the network providing the access.

Access and Admission control (AN): The access control in the AN regulates the conditions on which the UE establish a request for connection in the random access channel based on the QoS parameters applied for the session and flows. The admission control function controls which PDU flows that shall be admitted in the access network when the resources are scarce based on the QoS parameters applied for the session and flows. The admission control also includes to sacrify already admitted flows to allow more prioritized flows.

Configuration of QoS parameters: Each network element in the end-to-end solution is configured with the expected behaviour with respect to QoS, i.e. how QoS parameters received from the QoS Operator control function shall be handled and applied to the PDUs.

Application requirements input: To know the requirements of the Service Data Flows transmitted through the network, the network may be informed from the service layer about the service behaviour and service requirements. The application requirement input is used by the QoS Operator control function when authorizing the QoS parameters for PDU session and PDU flows.

Classification: Indicates which Service Data Flow and PDU flow each packet belongs to. The classification is used to select which authorized QoS parameters to apply to each PDU in the CN-UP, AN-UP and UE-UP. Deducible SDFs may be classified based on TFT filters in DL and UL. Non-deducible SDFs may be classified in DL based on packet inspection. CN-CP may also provide application layer information (e.g. application identity) to UE for UL traffic classification.UE reflective QoS equivalent to what described in TS 24.139 for fixed broadband network and packet inspection in CN-UP may be used for classification of non-deducible IP or non IP flows in UL.
NOTE:
UE reflective QoS cannot be used to unambiguously classify all types of Non-deducible SDFs e.g. aggregated traffic using HTTP/port 80.

Max rate control: Max rate control function ensures that the maximum bitrate in the Authorized QoS parameters are maintained.

Transport marking: The transport marking function is indicating the expected treatment in IP networks as well as in non 3GPP accesses with a stateless QoS mechanisms, for example routers between the network elements. Each PDU is marked by the CN_UP (DL) or AN (UL) based on the QoS associated to the PDU flow.

Resource Mgmt: The resource management function is responsible for how the resources are distributed in the access network based on the Authorized QoS parameters from the QoS Operator control function and the monitoring of the fulfilment of the QoS targets. The resource management function can be different in 3GPP and non-3GPP ANs with regards to the possibilities to control resource utilization and availability. Resources mgmt is also done in the transport network.

Editor's note:
It is FFS if all functions described above are needed for NextGen system.

NOTE:
Functions related to policy control are not described in the solution above and will need to be addressed as solutions to the key issue on Policy Framework.

6.2.1.1.1
Relation between PDU Flow and Service Data Flow

The Service Data unit Flow (SDF) is an aggregate set of packet flows, carried through the 3GPP system, that matches a service data flow template, i.e. the filters required for classifying the flows. The PDU flow is a logical packet transport of defined characteristics, i.e. corresponding to the finest granularity of packet forwarding/treatment differentiation a PDU session can offer to a service data unit flow (SDF). To a PDU Session may be associated a number of logical PDU flows realized in the UP layer. An application in the service layer may require one or multiple Service Data Flows that may be mapped into one or multiple PDU flows. PDU flows may be Service-specific and non-Service-specific PDU flows. The term non-Service-specific PDU flow refers to the PDUs within the PDU session to which there is no specific packet forwarding/treatment differentiation defined (i.e. the non-Service-specific PDU flow will be treated according to the default QoS profile).
In the Next Gen QoS framework a PDU Flow is identified by a PDU FlowId in the header encapsulating the service data unit. Additional identitiers in the header encapsulating the service data unit is dependent on the NG3 tunnel(s) used, e.g. if there is a tunnel per PDU session then in addition an identification of the  PDU session is needed.
The PDU Flow ID is assigned to a PDU flow by the CN_CP and distributed to the CN_UP, the 3GPP access network and optionally the UE. 

QoS parameters assigned to a PDU flows are distributed by the CN_CP to the CN_UP, the 3GPP access network and optionally the UE, and are enforced by the network functions (CN_UP, AN optionally UE).    
Multiple SDFs or a single SDF may be aggregated through configuration and policy to a PDU flow and by that be treated according to the QoS of the PDU flow.   



The principle for classification and the binding of PDU flows to Data Radio Bearers is illustrated below:
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In DL incoming data packets are classified  based on SDF filters. SDFs are associated to a PDU Flow ID. The CN conveys the classification of the PDUs belonging to a PDU flow through a NG3 U-plane marking (such as a PDU Flow ID) and the associated packet forwarding treatment description through NG2 signalling. The AN binds packets of different PDU Flows with a single or multiple DRB. There is no strict 1:1 relation between flows and Data Radio Bearers, DRBs. It is up to the RAN to establish the necessary DRBs to serve the flows and, as such, a DRB may be managed without CN involvement and be shared for a given UE among multiple PDU sessions. The AN maintain the PDU Flow ID over the DRB.
In UL, the PDU Flow IDs are needed for verification that UE sends data using QoS profiles assigned by the network. Therefore the UE classifies packets based on PDU flow filters (“NAS” filters) and apply the associated marking to the PDU Flow ID. The UE binds packets of different PDU Flows to DRBs based on the association provided by the AN (“AS” filters). 

In case of reflective QoS function, the UE is requested to apply it explicitly based on an indication from the CN_CP or from the AN. The reflective QoS function might be requested either per flow or per session (i.e for all flows of the session). The UE may also use application layer information provided by the CN_CP for UL traffic classification.
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Figure 6.2.1.1.1-1: Relation between PDU flow and Service Data Flow

6.2.1.1.2
Application requirements input

Network needs to know the application requirements in order to apply the correct QoS parameters to the Application's Service Data Flows.

The application requirements information may be provided from the service layer (server or client side):

-
Service identification:

-
How to identify the Service Data Flows associated with the application.
NOTE: The Service Data Flows may be of IP type or non-IP type depending on the PDU session type.

-
Service Behaviour (the behaviour the network can expect from the application), such as:

-
Maximum bitrate per SDF: the Max bitrate that the service is expected to deliver.

-
Service Requirements (the network delivery behaviour requested by the application), such as:

-
Minimum bitrate per SDF: the bitrate that is required for the service to be delivered with sufficient QoE.

-
Delay requirements.

-
Priority between different SDFs within the application.
-
Requested network behaviour with respect to Admission, Retention and Notification.

-
Requested Measurement Window Size, to indicate the condition when observing the service behaviour and requirements fulfilment.
Editor's note:
It is FFS if the Measurement Window Size need to be adaptive or can be configured or specified.
Editor's note:
The list of service behavior and service requirements is not exhaustive and it is FFS which application requirement input that shall be specified within the QoS framework e.g. which input that is determined to be useful.

In case of applications depending on the outcome of the request for a specific network treatment to be complete conclusively (yes/no) for all (or a specified set of) involved users within an allotted and relatively short amount of time, such as in case of Mission Critical Communication applications, a function in the application domain may interact with the AF that initiate the request towards the Policy Function.

NOTE 1: The above avoids the need for any "NextGen Resources & QoS Manager" as described in solution 2.7 (see clause 6.2.7).
NOTE 2: Further details on the interaction between the application domain and the Policy function are addressed in the Policy Key Issue.
6.2.1.1.3
Network Authorized QoS parameters

Based on the subscription, application requirements input from the service layer and QoS configuration as well as operator policies, the QoS parameters for the PDU session, for Service-specific and non-Service-specific PDU flows and for Service Data Flows are decided.

QoS parameters per PDU session:

-
Aggregated maximum bitrate for the session for all PDU flows of a PDU session.

QoS related parameters per Service-specific and non-Service-specific PDU flows:

-
PDU Flow Id: The marking in the tunnelling protocol encapsulation header that identify the PDU flow in the user plane
-
Traffic Flow templates and filters (when applicable): classifying the data packets belonging to a PDU Flow. The TFT filters are derived from the SDF templates and may be defined to classify IP and non-IP flows. For example Ethernet flows may be classified based on Ethernet p-bit.

-
PDU Flow Priority: priority per PDU flow for admission to network resources, i.e. how the traffic associated with the flow shall be handled in the AN, at admission and resource mgmt and in CN_UP.

-
Maximum bitrate per PDU flow: UL and DL authorized bitrate value for a single PDU flow. This applies to Service-specific and non-Service-specific PDU flows.

-
Required bitrate per PDU flow: the bitrate  that is required for the service to be delivered with sufficient QoE. This parameter is used by the AN and the AN tries to support the required bitrate. When the AN cannot satisfy the required bitrate, the AN drops packet(s) or provides a best effort service with or without any signalling to the core network based on Network behaviour per PDU flow.

-
Delivery characteristic per PDU flow: for example packet delay budget, packet loss/late rate. The delivery characteristics may be expressed via a scalar value such as the QCI value, or explicitly indicated..

-
Network behaviour per PDU flow: the expected treatment if the QoS targets represented by the authorized QoS parameters for the flow are not met by the network.

NOTE: Not all QoS related parameters per PDU flow needs to be provided to the enforcement nodes (CN_UP, AN and UE) for all PDU flows. Which QoS related parameters that shall be enforced per PDU flow is an operator choice.
QoS related parameters per Service Data Flow:

-
SDF templates classifying the service data flow that the QoS parameters apply to. The SDF template is a set of service data flow filters or an application identifier referring to an application detection filter. It may be defined to classify IP and non-IP flows. For example Ethernet flows may be classified based on Ethernet p-bit.

-
SDF Priority: priority per SDF for admission to network resources, i.e. how the traffic associated with the flow shall be handled in the network at admission and resource mgmt and in CN_UP.

-
Maximum bitrate per SDF: UL and DL authorized bitrate value for a single SDF. 

-
Required bitrate per SDF: the bitrate (Minimum or Guaranteed bitrate per flow) that is required for the service to be delivered with sufficient QoE.

-
Delivery characteristic per SDF: for example packet delay budget, packet loss/late rate. The delivery characteristics may be expressed via a scalar value such as the QCI value, or explicitly indicated.

-
Network behaviour per Service Data flow: the expected treatment if the QoS targets represented by the authorized QoS parameters for the flow are not met by the network.
NOTE: Not all QoS related parameters per Service Data Flow needs to be provided from the Policy function for all service data flows. Which QoS related parameters that shall be enforced per Service Data flow is an operator choice.
6.2.1.1.3.1
Flow Priority

The Flow priority is a parameter indicating the relative priority of fulfilling the Required Bit Rate and delivery characteristics (delay budget, packet loss/late rate).  It impacts both the SDF/PDU flow admission to resources in the network as well as the distribution of resources for packet forwarding treatment, allowing consistency in admission and resource distribution to fulfil the service requirements.
In addition, whenever available, the Flow Priority is used as an input in the AN and in the UE to regulate the access control mechanisms (such as Access Class Barring and similar mechanisms) and thus the UE behaviour when connecting to the AN. 
6.2.1.1.4.2
Network behaviour per flow

Network behaviour per flow shall indicate the following behaviour

-
Admission. If the flow shall be admitted in the network even if there are not enough network resources to fulfil the service requirements (required bitrate and/or delivery characteristics) associated with the flow cannot be met (Keep/Drop)

-
Retention: If the flow can be discontinued to allow the network to admit a flow with higher priority (Retain/May be dropped)

-
Notification. If a network element shall send a notification (to the policy function) if the service requirements associated with the flow cannot be met. (Yes/No)

Editor's note:
It is FFS how frequently the network elements indicate repeated failures to meet the service requirements.

The Network behaviour may apply to both the SDF/PDU flow.
6.2.1.2
Function description

6.2.1.2.1
QoS Authorization at PDU session establishment

During the PDU session establishment, the QoS for a generic treatment of service data flows in the network is decided and associated to a non-Service-specific PDU flow:


[image: image5.emf] 

UE  

AN  

CN_UP  

CN_CP   (QoS)  

Policy  

App_Serv er  

1 .   Attach and PDU session request  

2. Policy session  establishment incl Auth  QoS  

3. Authorized  QoS  

4.   PDU session re sponse incl. Auth QoS  


6.2.1.2.1-1: Sequence diagram for Authorized PDU Session QoS

1.
The UE attach to the network and a PDU session between the UE and a data network is requested. The PDU session carries all traffic related to PDU connectivity service regardless of the characteristics of individual Service Data flows.

2.
If deployed, the CN_CP (QOS) establish a session towards the Policy function and invoke to authorization of the PDU session including the Authorized QoS rule of the PDU session and for the PDU flow to be used for a generic treatment of service data flows in the network. Alternatively the CN_CP (QOS) may authorize the PDU session including the Authorized QoS of the PDU session and for the PDU flow to be used for a generic treatment of service flows in the network based on local policies.

SDF QoS and Service specific PDU flows QoS rules may be authorized by the policy function or via local policy in this step. 

3.
The CN_CP (QOS) forward the Authorised QoS rule for the PDU session and the authorized QoS for the non service specific PDU flows (to be used for a generic treatment) to CN_UP. The CN_UP acknowledge the reception.

Optionally, if service specific PDU flows have been authorized, the CN_CP (QOS) forward the Authorized QoS rules  for those PDU flows to the CN_UP, as well as the Authorized QoS rules per service data flows. 
4.
The CN_CP (QOS) complete the PDU session establishment and inform the network functions about the Authorized QoS rule of the PDU session (QoS parameters per PDU session and QoS related parameters for non-service specific PDU flows) as well as optionally QoS rules for service-specific PDU flows on which the QoS has to be enforced.

Editor's note:
Details of step 4 in figure 6.2.1.2.1-1 is FFS.

6.2.1.2.2
QoS Authorization based on application requirements

An application server may require a specific treatment in the network of  service data flow or flows. If so the Policy Function can authorize a QoS per SDF to be associated to a PDU flow and enforced by the network.
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Figure 6.2.1.2.2-1: Sequence diagram for Authorized Flow QoS

1.
A PDU session is established between the UE and a data network. The PDU session carries all traffic related to PDU connectivity service regardless of the characteristics of individual Service Data flows. The Policy function may be invoked to authorize the QoS characteristics of the PDU session as described in clause 6.2.1.2.1.

2.
An Application Session consisting of one or multiple service data flows is established between the UE and the Application Server.

3.
The App_Server (Service Layer) indicates the application QoS requirements as well as the necessary information to classify the application's service data flow(s). The request from the App_Server may be originating from the App_Server or from the UE through Service Layer communication.

4.
Based on the operator policies, the Policy Function authorizes the QoS rule that the network will enforce on the application's service data flow(s) and acknowledge the Application layer.

5.
The Policy Function sends the Authorised QoS rule per service data flow to CN_CP (QOS), as well as the necessary information to classify the application's service data flow(s). The Authorised QoS rule per service data flow represent the treatment that the network shall apply to the flow.

6.
The CN_CP (QOS) process the Authorised QoS rule per service data flow and forward the Authorised QoS rule per PDU flow to CN_UP as well as the Authorized QoS rule per service data flow. The CN_UP acknowledge the reception.
From this point the CN_UP may mark downlink packets matching the SDF with the PDU FlowID in the PDU encapsulation header.

From this point the CN_UP may mark downlink packets matching the SDF with a suitable marking in the outer header of the PDU derived from the Authorized QoS rule for the PDU flow.

7.
The CN_CP (QOS) forward the Authorised QoS rule per PDU flow to AN. The AN acknowledges the reception and confirms that the Authorized QoS can be fulfilled to the CN CP.

The AN execute the differentiated treatement of the PDUs based on the Authorised QoS associated to the PDU Flow ID
NOTE:
In case of transport networks and non-3GPP accesses, lacking the capability of receiving the authorized QoS for the PDU flow over the control plane, the execution of the differentiated treatment of the PDUs is based on the marking available in the outer header of the PDU.
8.
The CN_CP (QoS) forward the Authorised QoS rule (TFT and filters, maximum bitrate) to the UE for classification and possible actions such as rate control. The UE acknowledge the reception.

9.
The CN_CP (QOS) may confirm that the Authorized QoS rule can be fulfilled to the Policy Function.

10.
The Policy Function may confirm that the Authorized QoS can be fulfilled to the App_Server.

6.2.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.2.1.3.1
Solution comparison to the existing framework

The solution follows the principles of the EPS QoS framework, retaining the Policy centric control of QoS authorization and leveraging on a per PDU flow QoS for service differentiation.

Improvements and enhancements are suggested to address the ability of fulfilling the requirements from new services foreseen for 5G, for example High Reliable communication services. High Reliable communication services are characterized by the service layer need of committed QoS targets and its possibility to act upon an expected change of the network fulfillment of the QoS targets.
The following enhancements are initially proposed (compared to the current EPS QoS framework):
-
Improved Service-Network interaction allowing the service layer to request a specific network behaviour related to Admission, Retention and Notification. With this approach the network behaviour is extended beyond the currently available distinction between GBR (submitted to admission control) and nonGBR PDU Flows (no admission control and no network commitments), allowing the network (for any type of PDU flow): 
-
to monitor the QoS targets fulfilment and 

-
to notify the service layer in case the QoS targets cannot be fulfilled and the service layer has requested to be notified.

-
Enhanced QoS parameters and alignment between application requirements parameters and authorized QoS parameters per PDU flow and SDF

-
Introduction of Required Bit Rate parameter for any kind PDU flow (regardless if "GBR" or "nonGBR" type). 

-
A single priority parameter per PDU flow for admission and QoS targets (delay, bitrate etc.) fulfilment. 

-
Decoupling of the PDU flow priority for QoS targets fulfilment from the delivery characteristics per flow
-
Option for explicit QoS targets (delay, bitrate etc.)
-
Finer QoS granularity handling. PDU flow is the finest granularity for QoS handling. PDU Flow Id is added in the encapsulation header to identify the Authorised QoS of the PDU flow in the CN-UP, AN and optional UE..
Those enhancements aim to simplify configuration, improve the predictability of the effects of QoS differentiation and limit the proliferation of standardised QCI values compared to the EPS QoS framework.

Editor's note:
Additional differences with the EPS framework is FFS

6.2.1.3.2
Other solution evaluation aspects 

a) The solution allows to make the access network service aware with a minimum of packet inspection capability requirements.

b) The principles of solution 2.1 and 2.6 are similar, however Sol 2.1 allows to bind SDFs requesting the same flow treatment (described by the QoS parameters per PDU Flow) to separate PDU flows or to a single PDU flow. By separating SDFs into separate PDU flows, the CN and AN can apply service differentiation per flow, but still giving similar, but independent,  packet forwarding treatments to the flows. An example of such differentiation may be used for supporting for Paging policy differentiation for IMS services. It is an operator choice to configure the network to bind an SDF to an existing PDU flow or a new PDU flow.

c) By separating the classification of the Service Data Flow and the associated flow treatment description from the binding of the PDU flow to Data Radio Bearers (DRBs), the solution introduces a clearer separation of concerns between the CN and AN responsabilities, and overcomes the limitations resulting by the 1:1 relation between EPS bearers and DRBs 

d) Assuming the use of standardized PDU flowID, it is possible to minimize NG2 and NG1 signalling, in particular when reflective QoS is used, as it may alleviates the need of sending a QoS rule to the UE 

e) The solution allows the possibility of using a per Packet  Discard Priority Indicator, in order to indicate to the AN individual packets within a flow that may be dropped in order to mitigate the effects of a resource shortage. 

Editor Note: How the network may identify individual packets (within a SDF) that may be dropped is FFS

***** Second Change *****

8.2
Interim Agreements on Key Issue #2 QoS Framework

Interim agreements for Key issue #2 QoS framework are as follows:

1a.
Support Reflective QoS over RAN under control of the network. The network decides on the QoS to apply on the DL traffic and the UE reflects the DL QoS to the associated UL traffic. When the UE receives a DL packet for which reflective QoS should be applied, the UE creates a new derived QoS rule. The packet filter in the derived QoS rule is derived from the (i.e. the header of the) DL packet. For traffic that is subject to Reflective QoS the UL packet gets the same QoS treatment as the reflected DL packet. It shall be possible to apply Reflective QoS and non-reflective QoS on the same PDU session.

Editor's note:
It is FFS whether Reflective QoS indication is signalled via C-plane or inband.
Editor's note:
It is FFS whether derived QoS rules (derived via Reflective QoS) have higher or lower precedence order compared to signalled QoS rules.
Editor's note:
It is FFS whether Reflective QoS can be applied for every access network connecting to the NG Core.
1b
Reflective QoS can be used for non-GBR service data flows.

Editor's note:
It is FFS whether Reflective QoS can also be used for GBR service data flows.
2.
U-plane marking for QoS is carried in encapsulation header on NG3 i.e. without any changes to the e2e packet header. The U-Plane marking for QoS is used by AN and CN to identify a QoS Flow and the associated DL and UL treatments 
3a.
A default QoS rule shall be provided at PDU Session establishment to UE. Pre-authorised QoS rules may be provided at PDU Session establishment to UE.
NOTE 1:
A pre-authorised QoS rule is any QoS rule (different from the Default QoS rule) provided at PDU Session establishment.
Editor's note:
QoS related signalling to the UE for non-3GPP access is FFS.

3b.
The NAS-level QoS profiles of the QoS rules provided at PDU Session establishment to the UE shall also be provided at PDU Session establishment to the RAN using NG2 signalling. QoS rules can be provided at PDU Session establishment to a NG AN based on non-3GPP access (e.g. depending on access capabilities) using NG2 signalling.
Editor's note:
It is FFS whether RAN needs to be aware which QoS rule is the Default QoS rule.

3c.
QoS rule consists of NAS-level QoS profile (A- or B-type), packet filters and precedence order.

3d.
To a UE connected via NG RAN based on 3GPP access, the signalled QoS rules are provided using NG1 signalling. To a UE connected via NG AN based on non-3GPP access, the signalled QoS rules may be provided using NG1 signalling.

NOTE 2:
In this release it is assumed that UEs that access the NextGen CN over non-3GPP access utilise the 3GPP NAS signalling.

Editor's note:
The bullet 3d above is the working assumption made by SA2 and can be reviewed in case RAN groups identify a scenario where AS awareness of packet filters is required.
4.
GBR SDF shall be supported in the NextGen System and QoS Flow-specific QoS signalling via the C-plane is needed for GBR SDF.

5.
NG2 signalling related to QoS, outside of PDU Session establishment, corresponding to a pre-authorised QoS rule should be minimised for initiation, modification or termination of SDFs with no GBR requirements.

Editor's note:
This is target for SA2, but the feasibility needs to be confirmed by RAN WG.

Editor's note:
NG2 QoS related signalling for non-3GPP access is FFS.

6.
NG1 signalling related to QoS, outside of PDU Session establishment, corresponding to a pre-authorised QoS rule should be minimised for initiation, modification or termination of SDFs with no GBR requirements.
Editor's note:
NG1 QoS related signalling for non-3GPP access is FFS.
7a.
For the purpose of subscription and service differentiation, enforcement of Max bit rate limits in UL and DL per Service Data Flow (SDF) shall be done in a CN_UP, being a trusted point of enforcement in the network. Rate limit enforcement per PDU session applies for flows that do not require guaranteed flow bit rate.
7b.
Max bit rate limit (MBR) in UL and DL per PDU session is enforced in CN_UP for flows that do not require guaranteed flow bit rate. For multi-homed PDU session, the PDU session MBR is enforced in each UPFs terminating the NG6 interface . The enforcement is done separately by each of these UPFs.
Editor's note:
It is FFS which type of flows the CN_UP applies "per SDF", "per PDU session" rate limitation on. It is FFS whether additional rate limit enforcement functionality is needed in the UP function.
NOTE 3:
AMBR per DN name is not supported.
8.
The AN shall enforce Max bit rate limit in UL and DL per UE for flows that do not require guaranteed flow bit rate.
Editor's note:
It is FFS which type of flows the AN applies rate limitation on.
Editor's note:
How to handle UL rate limitation per UE when the UE has access over non-3GPP AN and when the UE has access over multiple ANs including 3GPP and non-3GPP ANs is FFS

Editor's note:
UL Rate limitation requirements for the UE is FFS.
9.
QoS Flow is the finest granularity for QoS treatment in the NG System. User plane traffic with the same NG3 marking value within a PDU session correspond to a QoS flow.
10.1.1.
In the downlink the (R)AN binds QoS Flows onto access-specific resources based on the NG3 marking and the corresponding QoS characteristics provided via NG2 signalling, also taking into account the NG3 tunnel associated with the downlink packet. Packet filters are not used for binding of QoS Flows onto access-specific resources in (R)AN.
10.1.2.
When passing an UL packet from (R)AN to CN, the RAN determines the NG3 QoS marking and selects the NG3 tunnel based on information received from the Access Stratum.
NOTE 4:
How RAN maps QoS flows onto access-specific resources based on the NG3 marking is up to RAN WGs to decide.
10.2.1.
At the upper layers the UE matches the uplink packet to a QoS rule and binds the uplink packet to the NAS-level QoS profile (A- or B-type) of this QoS rule (explicitly signalled or implicitly derived via reflective QoS).
10.2.2.
When passing an UL packet from the upper layers to AS in the UE, the upper layers indicate to AS the NAS-level QoS profile (via the corresponding QoS marking), including information allowing the AS to identify the PDU Session.

10.2.3.
Conversely, when passing a DL packet from AS to the proper upper layer instance in the UE, it is the AS's responsibility to select the proper upper layer instance corresponding to the PDU Session. The AS also indicates the NAS-level QoS profile (via the corresponding QoS marking) to the upper layer instance.

NOTE 5:
The two bullets above do not make any assumption on the need for U-plane marking from RAN to the UE. That is up to RAN2 decision.

10.2.4.
For QoS-aware applications that use DSCP marking to indicate the requested QoS in the IP packet, a packet filter including the DSCP marking in the QoS rules provided by the CN_CP may be used for the purpose of binding to a specific QoS marking.
Editor's note:
It is FFS how to prevent potential abuse of DSCP marking by the applications in the UE (e.g. applications in the UE always using the highest DSCP marking).
10.3.
In case RAN decides that there is flexible (e.g. other than 1:1) mapping between NAS-level QoS profile and AS-level QoS, this mapping is transparent to the upper layers and has no impact on the NG3 marking. It is assumed that the access stratum will comply with the QoS characteristics associated with the NAS-level QoS profile.
NOTE 6:
It is up to RAN to define the AS-level QoS of DRBs and how uplink and downlink packets (with the associated QoS profile (A- or B-type) and the associated PDU Session information) are mapped to DRBs. It is noted that SA2 does not specify APIs between the upper layers and the AS. The use of terms such as "passing between upper layers and AS" is there only to clarify the responsibilities between SA2 and RAN2.
11.
Some User plane QoS markings are scalar values that have standardized QoS characteristics (referred to as A-type QoS profile).
12.
Some User plane QoS markings are scalar values that point to dynamic QoS parameters signalled over NG2 (referred to as B-type QoS profile).
NOTE 7:
The value of the QoS marking indicates the type of associated QoS profile (A- or B-type).
13.
QoS parameters may include the following:

a.
Maximum Flow Bit Rate.
b.
Guaranteed Flow Bit Rate.
c.
Priority level.
d.
Packet Delay Budget.
e.
Packet Error rate.
f.
Admission control.
NOTE 8:
Parameters c, d), e) apply for both bullets #11 and #12. Parameters a), b), f) apply only to bullets #12.

NOTE 9:
Need for other parameters such as packet jitter is FFS.
Editor's note:
Whether Priority Level is used for more than scheduling purpose is FFS.
Editor's note:
It is FFS which of the parameters listed above need to be signalled to the UE.
14.
QoS framework does not assume the need for NG3 tunnel per QoS flow.
15.
For non-guaranteed bit rate QoS flows corresponding to pre-authorized QoS rules, the UE sends UL traffic without any further NG1 signalling.

Editor's note:
How the UE indicates the QoS level is FFS.

16.
UE triggered QoS establishment for guaranteed bit rate QoS flows is based on explicit UE-requested QoS over NG1.
3GPP
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